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Abstract—This paper describes a new approach to construct a
multidimensional discretization scheme of quantum drift-diffu-
sion (QDD) model (or density gradient model) arising in MOSFET
structures. The discretization is performed for the stationary QDD
equations replaced by an equivalent form, employing an exponen-
tial transformation of variables. A multidimensional discretization
scheme is constructed by making use of an exponential-fitting
method in a class of conservative difference schemes, applying the
finite-volume method, which leads to a consistent generalization of
the Scharfetter–Gummel expression to the nonlinear Sturm–Li-
ouville type equation. The discretization method is evaluated in a
variety of MOSFET structures, including a double-gate MOSFET
with thin body layer. The discretization method provides numer-
ical stability and accuracy for carrier transport simulations with
quantum confinement effects in ultrasmall MOSFET structures.

Index Terms—Density gradient theory, discretization,
double-gate MOSFET, MOSFET, quantum confinement,
quantum drift-diffusion (QDD) model, semiconductor transport.

I. INTRODUCTION

THE development of new MOSFET structures into the
10-nm regime, which includes aggressively scaled MOS-

FETs with high-dielectric-constant gate dielectric, ultrathin
body silicon-on-insulator (SOI) devices, double-gate MOS-
FETs, and FinFETs [1], is an attractive challenge to improve
circuit performance in the future integrated system. The
performance of such ultrasmall MOSFETs primarily depends
on the quantum mechanical effects. This creates the need of
a numerical device model available for the computer-aided
design of ultrasmall MOSFETs. It has been shown that the
quantum drift-diffusion model (or density-gradient model),
which is derived from the density-gradient theory based on
thermodynamical grounds [2] and Wigner function technique
[3], is suited to incorporate quantum confinement and tunneling
effects in MOSFET structures [5]. Moreover, this model is of
physical and practical importance for carrier transport modeling
in multidimensional MOSFET structures, as a generalization
of the classical drift-diffusion model. The multidimensional
discretization of the quantum drift-diffusion (QDD) model is a
major concern to achieve high computational capability of cur-
rent-voltage characteristics for a variety of MOSFET structures.
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In such a numerical modeling of MOS transport, however,
some studies have pointed out numerical difficulties of a coarse
grid, convergence at high drain biases and strong sensitivity
to initial guesses [6], [8], [11]. Recently, a few papers discuss
numerical approach to construct an iterative solution method
and discretization schemes to the QDD equations [6]–[9].

The purpose of this paper is to describe a multidimensional
discretization scheme of the stationary QDD model arising in
MOSFET structures. The discretization is performed for the
stationary QDD equations replaced by an equivalent form,
employing the exponential transformation of variables. A
multidimensional scheme is constructed in terms of a new set
of unknown variables, applying the finite-volume method. The
discretization method is evaluated in a variety of ultrasmall
MOSFET structures. Section II discusses a quantum drift-dif-
fusion model with emphasis on numerical modeling of the
coupled equation system. Section III describes a multidimen-
sional discretization scheme of the stationary QDD model,
yielding a conservative scheme using an exponential-fitting
method. Such a scheme was first developed for the QDD
equation (or Density-gradient equation) in one dimension
by Ancona et al. [8], [9]. A comparison of previous work
is further discussed. In Section IV, the numerical results are
verified to evaluate the discretization method, comparing with
those calculated from the Schrödinger equation coupling with
Poisson equation and a classical drift-diffusion model. The
carrier transport simulations with quantum confinement effects
in a double-gate MOSFET are demonstrated.

II. QDD MODEL

For the modeling of ultrasmall semiconductor devices, the
QDD model, which is also called the density-gradient model,
was proposed by Ancona et al. in the density-gradient theory
[2], [3]. This model is a quantum corrected version of the clas-
sical drift-diffusion model, with corrections to the stress
tensor, and is viewed as one of the hierarchy of the quantum
hydrodynamic models [4]. The expression for the quantum po-
tentials and for electrons and holes, which are related to
the quantum corrected stress tensor, was derived as follows:

(1)

(2)
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where and are the electron and hole densities. The
density-gradient coefficients for electrons and holes are

and , respectively, where
and are effective masses for the electrons and holes, and

is the Planck constant. The current continuity equations of the
QDD model yield the fourth-order equations for the electron
and hole densities, respectively. The stationary QDD equations
are described in divergence form, adding the recombination
rate. For Boltzmann statistics, the continuity equations then
become

(3)

(4)

where and are electron and hole mobilities, and is
the intrinsic density. is the Boltzmann constant and is the
carrier temperature. is the recombination rate. The current
continuity equations, (3) and (4), are self-consistently coupled
to the Poisson equation for the electrostatic potential . In a
simulation region , the QDD model is solved, supplementing
appropriate boundary conditions on a boundary .

Since the current continuity equations of the QDD model are
the fourth-order equation for the electron and hole densities,
there is no maximum principle available for constructing a well-
defined solution map associated with the coupled system and
the derivation of numerical scheme requires discretization of a
higher order differential operator.

It is suggested that the fourth-order equations, (3) and (4),
can be rewritten by two second-order equations, respectively,
by introducing the generalized chemical potentials [2], [6]

(5)

and

(6)

In this view, the current continuity (3) for electrons is split into
the following second-order equation, which requires the posi-
tivity of solutions from the mathematical point of
view:

(7)

and the continuity equation in terms of the generalized chemical
potential

(8)

A similar expression is obtained for the holes. As a result, the
equation system of the stationary QDD model is expanded to
five second-order elliptic equations, including the Poisson equa-
tion. When holds in the simulation region , the QDD
(3) for electrons reduces to a classical drift-diffusion equation.
In the coupled system of (7) and (8), this case leads to the sin-

gular solutions to the Helmholtz equation (7) and, hence, nu-
merical solutions of the classical DD model are not good ini-
tial guesses for solving the QDD model. When the drain bias
is applied, the quantum potential is further sensitive to the
variation of the chemical potentials. It has been pointed out in
MOSFET simulations that convergence with the coupled system
is difficult at high drain bias [6].

Choice of the unknown variables is an important issue to
solve the expanded equation system of the QDD model. A set of
the five unknown variables has to be discussed from the physical
point of view and numerical reasons. In most of previous works
[5], [6], [8], [12], the coupled equation system (7) and (8) was
solved for in terms of the unknown variables , , and

, , coupling with the Poisson equation. In an alternative ap-
proach [10], the choice of unknown variables , ,

and , was proposed with model modification
in the insulators for the numerical implementation of the DG
model, assuming that the insulators are a wide band gap semi-
conductor [10], [11].

In this work, we introduce a new approach to construct a dis-
cretization scheme of the QDD model by a set of unknown vari-
ables , , , and , , where
and , assuming Boltzmann statistics.
Numerical implementation of Fermi–Dirac statistics is briefly
discussed in the Appendix. Using the variable , the electron
density is rewritten as

(9)

where all of potentials are scaled by the Boltzmann voltage
kT/q. By employing an exponential transformation of variables

, (7) is replaced by the equivalent form

(10)

When the variables , , and are given, the general
Sturm–Liouville type equation, (10), is solved in silicon subject
to the boundary conditions for . The boundary condition at
contacts is given by , assuming at Ohmic
contacts, where is the built-in voltage. At open boundaries,
the normal derivative vanishes, . The boundary
condition of on the silicon/oxide interface is given by
assuming a small constant carrier density. The discretization of
the electron current continuity equation in space is performed
for two equations, (8) and (10). In this approach, a numerical
advantage of (10) is to ensure that the approximation of the
electron density is strictly positive, if the variable is uni-
formly bounded in . The diffusion and absorption coefficients
in (10) are maintained to be positive, while the coefficient
exhibits the exponential nonlinearity.

III. DISCRETIZATION SCHEME

The Sturm–Liouville-type equation, (10), with the exponen-
tial behavior of the coefficient is discretized by a conserva-
tive difference scheme, which was obtained by Tikhonov and
Samarskii for equations with discontinuous coefficients [13],
applying the finite-volume method to construct a multidimen-
sional scheme.
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The simulation region is partitioned into computational
cells , i.e., . Assuming that the flux
in (10), we obtain by Green’s formula over each computational
cell that

(11)

where denotes the unit outward normal to the boundary
of the computational cell. In a staggered Cartesian grid in two
dimensions, where the computational cell is rectangular, and the
variables , , , are defined at cell centers and the flux

is defined at cell interfaces, we obtain a discrete form of (11)

(12)

where and are the cell sizes of the computational cell .
In order to find at cell interfaces, integrating the flux
over the interval , an approximation yields

(13)

A similar expression is obtained for , , and
. Substituting in (12) the average fluxes and
leads to a class of conservative schemes to (10) [13].

The key ingredient is an appropriate computation of the func-
tion in (12) and (13). In general, the explicit integration of
can become very difficult. A standard centered scheme is con-
structed with simplified integrals

(14)

and

(15)

where and is the volume of the cell. For
a function with the exponential behavior, an alterna-
tive explicit integration is obtained by assuming that is
constant on the interval . Then, we have

(16)

where is the Bernoulli function. This expression is also
derived by the Scharffeter and Gummel approach [14]. Substi-
tuting (16) into (13), the average flux results in

(17)

To obtain a high-order accurate scheme to the general Sturm–Li-
ouville-type equation, an average of in each computational
cell is performed by integrating the piecewise-linear represen-
tation of by

(18)

where on the intervals and
, on the intervals

and , respectively. Then, after some calculation we
have the following approximation:

(19)

Substituting (17) and (19) into (12), we obtain a nonlinear
scheme to (10) subject to the boundary conditions for .

(20)

The coefficient matrix corresponding to (20) is symmetric and
positive definite in a rectangular silicon region.

The QDD model was applied to simulate quantum mechan-
ical effects of three-dimensional MOSFET structures [15]. The
numerical scheme (20) is easy to extend to three dimensions and
to implement into the framework of three-dimensional device
simulations [16]. Moreover, this scheme is viewed as a consis-
tent generalization of the Scharfetter–Gummel expression to the
general Sturm–Liouville type equation and hence the more gen-
eral formulation of the finite volume method can be applied to
construct a multidimensional scheme [17].

In one dimensional case, such a nonlinear scheme was pro-
posed by Ancona et al., applying an exponential fitting method
to the discretization of the nonlinear Helmholtz equation (7) to
overcome a coarse grid problem in the QDD model [8]. When
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comparing with the discretization scheme derived in [8], the dis-
cretization of the flux yields a different discrete form. Indeed,
one-dimensional approximation for the flux derived in
[8], where the unknown variable is , reads

(21)

The numerical flux derived in [8] is obtained by the
discretization of the flux (13), averaging the coefficient at
the cell interface by a linear approximation . Also,
one-dimensional approximation of proposed in [8] reads

(22)

and, hence, it is found that the explicit integration of derived
in (19) yields an extension to two dimensions. The conservative
scheme (12) constructed with (19) and (21) is also useful, which
generalizes the disctretization scheme proposed in [8] to multi-
dimensions, if the nonlinear scheme in [8] is rewritten in terms
of the new unknown variables .

To obtain the full discretization schemes for the QDD equa-
tion, the current continuity equation (8) is rewritten in terms of
the Slotboom variable for the generalized
chemical potential as

(23)

The discretization for the continuity equation (23) results in the
well-known Scharffeter–Gummel scheme. The numerical im-
plementation of (10) and (23) is less sensitive to the initial solu-
tions because of the numerical advantage of (10) and, hence, in
the iterative calculation the initial guesses calculated from the
DD model were applied to solve the coupled equation system
without using any damping methods.

IV. SIMULATION RESULTS FOR MOSFET STRUCTURES

The discretization method was evaluated in a variety of
MOSFET structures. Fig. 1 shows electron density distributions
in the channel of a MOSFET having thin gate oxide thickness
of 1.5 nm and high substrate concentration of cm ,
calculated at different gate voltages. The value of effective
mass is given by a single parameter . A com-
putational grid, with the minimum cell of 0.01 nm adjacent
to the silicon/oxide interface, is set up and the nonuniform
grid spacing is adapted to the location of boundaries. The
results are compared with those from the Schrödinger–Poisson
system including 30 subbands. Since the Schrödinger–Poisson
calculation includes the effect of higher subbands, there is
some difference of the density distribution at bulk between

Fig. 1. Electron distributions for a MOSFET with 1.5-nm gate oxide thickness
and uniform channel doping of 1:0 � 10 cm , calculated at different gate
voltages. The results are compared with those from the Poisson–Schrödinger
solver.

Fig. 2. Drain current versus gate voltage characteristics of a 25-nm gate length
MOSFET at different drain biases, V = 0:05 V and V = 0:5 V. The
gate oxide thickness is 1.5-nm and uniform channel doping concentration is
2:5 � 10 cm .

the two models. As seen in Fig. 1, the surface density profiles
are in good agreement between two models and the gate bias
dependence of electron density is simulated well even in high
substrate-doping cases. Fig. 2 shows a comparison of QDD
and DD models for the drain-current versus gate-voltage char-
acteristics of a 25-nm gate length MOSFET at different drain
biases. The device has the 1.5-nm-thick gate oxide and uniform
channel doping of cm . For the calculation of I-V
characteristics, a mobility model developed for a DD model
[16] was used. The high drain bias case, corresponding to

V, is evaluated. The current-voltage characteristics
at high drain biases were calculated without using any damping
methods. The unbiased case is used as an initial guess and
immediately the high drain bias is simulated. It is possible to
give the high drain bias by a one-step increment in the iterative
calculation. As expected, the comparison between these two
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Fig. 3. Percentage errors in the drain current at gate voltage V = 0:1 V

and drain voltage V = 0:5 V, which is plotted as a function of the number
of grid points in a 25 � 5 nm intrinsic region of a double gate MOSFET. Two
discretization schemes are compared.

represents the threshold-voltage increase due to quantum
effects in the channel, in this case by about 100 mV. It is shown
that quantization in the channel degrades the subthreshold char-
acteristics and enhances the drain-induced threshold-voltage
shift. The discretization method provides numerical stability in
the simulations for I-V characteristics of ultrasmall MOSFETs.

The discretization scheme (20) was further applied to simu-
late a double gate MOSFET with a 5-nm-thick silicon layer. The
gate length is 25 nm and the gate-oxide thickness 1.5 nm. The
percentage errors in the drain current are plotted in Fig. 3 as a
function of the number of grid points in a 25 5-nm intrinsic
region, comparing with exact results calculated using a fine grid
with 5000 points. Two different schemes, high-order scheme
(20) and standard centered scheme (12) constructed with sim-
plified integrals (14) and (15), are compared. It is readily ap-
parent that the high-order scheme (20) gives good accuracy in
the drain current, by comparing the dependence of the errors
on the number of grid points for the standard centered scheme.
Fig. 4(a) and (b) demonstrates electron distributions located at
the gate center of a double gate MOSFET for and

at , and and
at , comparing with those calculated from the DD
model. The device has 25-nm gate length and 1.5-nm-thick gate
oxide. The silicon body was doped cm -type and a
workfunction equals to the -silicon. Carrier transport simula-
tions with quantum confinement effects in a ultrathin body de-
vice are obtained from the QDD model, while the classical DD
modeling yields the electron density piled up at the silicon/oxide
interface in all cases. When the silicon layer decreases by 4 nm,
the two inversion layers are merged even at high gate bias and
the quantum confinement effect is effectively enhanced with the
increase of the gate bias. The drain bias dependence of quanti-
zation in the channel is shown in Fig. 4(b). As the drain bias
increases, the electron density crowded into the center of the
channel decreases. This result, which is a two-dimensional ef-
fect, reveals the drain induced reduction of quantization in the
channel at high drain bias.

Fig. 4. (a) and (b) Electron distributions along a transverse cutline located at
the gate center of a 25-nm double gate MOSFET. The device has a 4 nm thick
silicon layer and 1.5-nm-thick gate oxide. The results are plotted for gate and
drain bias dependence, (a) V = 0:1 V and V = 0:5V at V = 0:1V, and
(b) V = 0:1 V and V = 0:5 V at V = 0:1 V.

V. CONCLUSION

A multidimensional discretization method for the stationary
QDD model has been developed and evaluated in a variety of
ultrasmall MOSFET structures. The natural discretization is
performed for the stationary QDD equations replaced by an
equivalent form, employing the exponential transformation of
variables. A conservative scheme using an exponential-fitting
method is constructed in multidimensions, which leads to
a consistent generalization of the Scharfetter–Gummel ex-
pression to the nonlinear Sturm-Liouville type equation. The
simulation results with the discretization method are verified
by those calculated from the Schrödinger equation coupling
with Poisson equation and the classical drift-diffusion model.
This method provides numerical stability and accuracy for
carrier transport simulations with quantum confinement effects
in ultrasmall MOSFET structures.
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APPENDIX

In this appendix, numerical implementation of Fermi–Dirac
statistics in the discretization method considered here is dis-
cussed. For Fermi–Dirac statistics, the electron density is ap-
proximated by introducing the band parameter as

(A1)

where all of potentials are scaled by the Boltzmann voltage. The
band parameter is determined as

(A2)

where is the density of states in the conduction band, and
is the inverse Fermi function of order 1/2. A convenient fit

for numerical implementation, for example, is given in [18].
By employing the expression (A1) of the density, the current

continuity equation of the QDD model for electrons is modified
as

(A3)

(A4)

Equations (A2)–(A4) are self-consistently solved for numerical
implementation of Fermi–Dirac statistics.
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